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[ INNOVATION: S&T IN ACTION |

Biometric & ldentity
Technology Center

S&T conducts foundational research to ensure advancements in
science and technology are harnessed for cutting-edge solutions to
new and emerging operational challenges.

Q

Drive biometric and identity innovation at DHS through RDT&E
capabilities

K

Facilitate and accelerate understanding of biometrics and identity
technologies for new DHS use cases

Q

Drive efficiencies by supporting cross cutting methods, best practices,
and solutions across programs

Y

Deliver Subject Matter Expertise across the DHS enterprise

Q

Engage Industry and provide feedback

K

Encourage Innovation with Industry and Academia
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The Maryland Test Facility (MdTF)

= Founded in 2014 by the Department of
Homeland Security, Science and Technology
Directorate.

N

= 20,000 ft? of office and reconfigurable laboratory |
space <

= Fully instrumented and designed for human
subject testing
» Data collection infrastructure: Cameras, ambient light,

noise, humidity, real time control center and monitoring
capability, informed consent collection facilities, etc.

= Since its founding over 2500 subjects have
participated in biometric testing at the MdTF

= Ages 18-72
= 114 countries of origin
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DHS S&T Biometric Technology Rallies

2018

.........

2019

Biometric

2020

Biometric

Efficiency BIOMETRIC Satisfaction Technnlng
Too Slow TECH NOLOGY Low penetration
Excessive Staff RISKS Unhappy users

Effectiveness
High failure rates

Biometric

) > Technology
é % Rally at
Equitability Privacy
Poor performance for Breach of Pll data
some groups
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Scenario Testing vs. Technology Testing

= Scenario Testing:

> Scenario test thinking can help frame questions of technology fairness during use.

Centered around a use-case,
Full multi-component biometric system,
Gathering new biometric samples,

Smaller sample size. Important to delineate
the effect size you can find

Answers questions about how technology
performs for an intended use.

Answers guestions about the suitability of a
system for an intended use.

E.g., How will face recognition perform in a
high-throughput unattended scenario?

» Technology Testing:

Centered around a technology,
Focused on a specific system component,
Re-use of biometric datasets,

Larger sample size. Important to delineate the

effect size you are looking for.

Answers questions about how technologies
advance or perform relative to each other.

Answers questions about the limits of a
technology’s performance.

E.g., What is the minimum false match rate
achievable by face recognition technology?

<
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Scenario Testing

= Answers key questions not addressed by technology testing:

= What is the performance of the full facial recognition system (camera + human computer
interface + matching system).

= What is the performance in a simulated, real world environment?

= Are their demographic effects in the full system? What part of the system can those effects be
attributes to?

* |s a necessary part of pre-deployment testing of facial recognition systems
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Scenario Testing, Lesson 1: Acquisition Errors can

Drive Performance.

* In 2019 DHS S&T examined the major
source of errors in high-throughput
unstaffed biometric systems.

» 2019 Rally compared acquisition error
to matching error:

= Finding 1: Vendors under-estimate
failure to acquire.

* Finding 2: Measured acquisition error can
be much higher than matching error.

DHS S&T Technical Paper Series

A Scenario Evaluation of High-Throughput Face Biometric Systems:
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Scenario Testing, Lesson 1: Acquisition Errors can

Drive Performance.

* In 2019 DHS S&T examined the major
source of errors in high-throughput
unstaffed biometric systems.

» 2019 Rally compared acquisition error
to matching error:

* Finding 1: Vendors under-estimate failure
to acquire.

* Finding 2: Measured acquisition error
can be much higher than matching
error.

DHS S&T Technical Paper Series

A Scenario Evaluation of High-Throughput Face Biometric Systems:
Select Results from the 2019 Department of Homeland Security

Biometric Technology Rally
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Scenario Testing, Lesson 1: Acquisition Errors can

Drive Performance.

* In the 2021 Rally, DHS S&T again measured
the primary source of error in 50 combinations

of acquisition and matching systems. 202
0.34 2021 z‘- é“ hd W CER I
= 75% of system combinations had acquisition </ dci
errors in excess of matching errors. SAE
Eoz w@@ '\\‘*§O
. e . . w v.\o@ &>
> Acquisition continues to be the main 2 V¥
. . e A\
source of error in high throughput, unstaffed S !
.—rie 0.1
face-recognition systems. < = :
> Vendors are often unaware of this. < . .
0.0, A% 0
>This can be discovered in scenario testing. 0.0 01 02 03
Difficult to ascertain in ik v R Vi & science and
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Scenario Testing, Lesson 2: Demographic Effects

Exist, Our Understanding of Them May be Clouded

= A brief biometric history:
= Fingerprint Recognition:
= QOldest, non-innate biometric modality, dating to the 1800s
= U.S. Fingerprint repository began at FBI in 1924
Estimated over 200 million cards processed from 1924 — 1999
First automated in 1963 by Trauring
2008 — 63,000 fingerprint receipts daily

| wnmens o o i
APPLICANT | zeaveBlank ‘ Teacher, Theresa C. Feesu vt

© NYR19902
Foz::’:lys nith | NYSTED Degt-FU
ALBANY, NY

/st
bt

255) €7 B" Ohio

318 School Street
HumfdoA

(if qpplioable)
Smart Falls Central School Dist
__SmartFalls. NY 221z

Leave Blank

AUTOMATIC COMPARISON OF FINGER-RIDGE PATTERNS

By MITCHELL TRAURING
Hughes Research Laboratories, Hughes Aircraft Co., Malibu, California

HE usefulness of finger-ridgo pattorns in personal

identification was established by the investigations
of Galton'-3, after earlier work by Herschel® and Faulds®.
Among many other results, Galton domonstrated that
individusl fingor- mu,u Pastarma_aro pormanantly and
uniquely ch ho and
within them of (-~rt<w\ commeon local dotails or mumtm
(Fig. 1), This result led to world-wide adoption of the
practice of comparing identified and unidentified finger
ridgo pattorns with regard to the types, oriontation and
locations of their minutie, as an ultimate test of personal
identity. The difficulties of automating such comparisons
are apparent in the dsmands they now make on human
abilities, not only in detecting and typing the minutin
in varied ridge-line backgrounds, but also in comparing
their locations, for the latter are considered in relation
to overall ridge-line topology in order that their com
parison bo valid as between s finger-ridge pattern recordod
at one time and tho samo pattern, scaled and distoriod by
physiological and environmental changes, obsorved at a
lator timo

It is the purposo of this artielo to present, togother with
some ovidence of its foasibility, & method by which de-
contralized automatie identity verification, such as might
ba desired for credit, banking or security purposes, can b
accomplishad through automatic comparison of the
sinutie in fingor-ridgo patterns. The novelties in the
mothod are its uso of; (1) photesensitive minutia llu(ccwm.

of

which act 5 (2) 'rolative’
minutia location, \\hmh aro wnaffoctod by uﬁ..n, pattorn
tri much | com-

plexity; (3) a toleranco on the agreernent roquired of
minutia locations, which allows for detector inaccuracies
and for slight dopartures of actual pattern transformations
from strict affineness.  For conerotoness, tho mothod will
be presantod in tho form of an operational deseription of
an_ identity vovification systam. Throughout, patterns
will be assumed plane, as when prossed against a flat
surfaco, and the only minutin types utilized will be the
ridgo end and valloy end.

Tho prospectivo user of the identity vorification system
must initially undorgo & non-automatic rogistration

©1963 Nature Publishing Group

no.aa71 March 9, 1963 NATURE 939

roughly approximate tho corresponding retrioved regis-
trant’s data, owing to tho guido-imposed similar place-
ment of pattorns in the rectangular co-ordinate systems of
the registration and verification procesacs, to th
ateness of ordinary intervening pattorn thnm.,
the high r<\’po('.ﬂl detootor accuracies, ough  this
approximation may be a crude ono, inadequate o the
full task of identity \nmuxnnu, it can bo depended on
to preserve all tho miny.

iy
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Scenario Testing, Lesson 2: Demographic Effects

Exist, Our Understanding of Them May be Clouded.

= A brief biometric history:
= |ris Recognition;

= 1985 Safir and Flom patent — “Methods and apparatus are disclosed
for identifying an eye, especially a human eye, on the basis of the
visible features of the iris and pupil”

= 1991 — John Daugman formalized & automated the process
= 2004 — Method released publicly

= Limited adoption in the U.S. Border and travel adoptions here and
abroad throughout the 2000s.

= US Canada Nexus Program (2000)
= UAE Border (2001)
= |ndia UIDAI (2009)
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Scenario Testing, Lesson 2: Demographic Effects

Exist, Our Understanding of Them May be Clouded.

= A brief biometric history:

= Face Recognition:

= Early approaches date to around the same time automated
fingerprints 1960s - based on distances & ratios between
facial points

» Eigenfaces, fundamental face vectors, in the 1990s was
major improvement.
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Scenario Testing, Lesson 2: Demographic Effects

Exist, Our Understanding of Them May be Clouded.

= A brief biometric history: 1.00
o o
= Face Recognition: S 0.80
1]
» |ed to first national testing program (NIST FERET) in 1993 % 0.60
= Results improved slowly through the 2000s B 040
b ] ) X
= Then came the application of Al in 2014 " 020 0.20
. 0.01
] 0.00
= Ongoing NIST FRVT 1:1 o3 997 2002 2006
Cha”enge (February 9, 202 1): (F' artially Automatic) (;\;Aatrcjm;})Eval(:uay;\iL;o:auc) {Fully Automatic)
[ ] 271 algonthms from over 200 DeepFace: Closing the Gap to Human-Level Performan
dlﬁerent Companles Yaniv Taigman Ming Yang Marc’ Aurelio Ranzato Lior Wolf
* 1.1 -now have a 0.2 % non Meohat CA UA
match rate. at a fa|se match rate {yaniv, mingyang, to}esn wolfecs.tau.ac.il
Of 1 In a mllllon Abstract toward tens of thousands of a e fes h
e . nt s qu ) I appearance featurn other re-
= Allowed us to start thinking It s e i, thecontonl e T ot e e o bt o
about doing identification e fom nte el e

operations with face
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But Faces are Fundamentally Different for (at least)

Two Reasons

1a. Faces > Objects

JB.0.8.0.8.0.

= Faces are genetic, iris and fingerprint characteristics
are determined during development.
= To us, individuals look more like their parents, siblings, and %

those that share racial and gender categories.

Time {seconds) —»

F.O:F-0:F-0-

= Humans have an innate ability to perform face
recognition tasks, not so with iris and fingerprints.

= Humans have dedicated brain areas that process faces
quickly RLEIFErLTIE

The Fusiform Face Area: A Module in Human Extrastriate Cortex

. % _signal change

T

» This was an important function for human evolution Specialized for Face Perception
- Mates’ Friends’ Foes’ Family members bo Ictfr:em ‘fPsyCﬁ szftu::fd":u:ers:ngﬁzwul‘;MMCHHr;nus tts 02138, *Massachusetts General Hospital
. Other prlmates have a S|m||ar Capablllty OLIVER SACKS ?}%ﬂﬁ&ﬁfgx@)ﬁig&zﬁmm0274‘9 and Depaﬂmenroa‘Psychofogy Yale Untversrrv
A Y — T )¢ ——
= Intuitively perceive same-gender and same-race faces as M A N s e e o e e
more similar ok w::;m e o e s i e e o ;“
= We even know the exact part of the human brain dedicated MISTOOK ”ﬂ gx,u‘;oml;?%;«%;;afc;wj
to face processing. on;"";; B
= Evolved to recognize familiar individuals within small social HIS WIF E: & E‘?:;:zz:::;“if?f;‘::z‘z::ﬁ%l‘: s et o o a;;ctming:,;';zf
groups (25-100) H{(KT ence from cognitive psychology (Yin, 1969; Bruce etal., 1991;  us to study cortical specialization in the normal human brain with
= Prosopagnosia — “face blindness” TR SE N
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Scenario Testing, Lesson 2: Demographic Effects

Exist, Our Understanding of Them may be Clouded.

> It may seem natural to us that face recognition “clusters” people based on race and gender <

Iris recognition Face recognition

- pe 4
i i v ‘
ﬁ 4 {

Iris recognition false positives were 80% of face recognition false positives
random relative to race and gender were between people of the same race
and gender lence and

BT Technology
Subjects consent for use of their image in publications was obtained



This “clustering” is often referred to negatively

nature
Explore content ¥ About the journal ¥  Publish with us v Subscribe MIT
N TeChn0|°gy Featured  Topics  Newsletters Events Podcasts
nature new ature article Rev'ew
NEWS FEATURE | 18 November 2020
Is facial recognition too biased to Avtficialnteligence Dec20
beletloose? A US government study confirms most face
The technology is improving — but the bigger issue is how it's used. recognltlon SyStemS are I‘aCISt
Bloomberg
The two bodies charged with overseeing compliance with the bloc’s strict
Technology

. data protection rules called for the ban “on any use of AL” The embargo
EU Data Watchdogs Call for Ban on Facial prores ea o e onae R
-y should cover remote biometric identification of people in public and the use
Recognition Through Al

By Stephanie Bodoni +Follow ) - . . . . . .. .
June 21 2021 7.48 AM EDT gender, political or sexual orientation,” which could lead to discrimination.

of technology “to categorize individuals into clusters based on ethnicity,
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It Is also (likely) (currently) a Universal Feature of

Face Recognition

= \We first highlighted this in 2019 . . .
X i ; The Effect of Broad and Specific Demographic Homogeneity on the Imposter
usin g one commerci al al g (@) nth m Distributions and False Match Rates in Face Recognition Algorithm Performance

John J. Howard and Yevgeniy B. Sirotin Arun R. Vemury
The Marviand Test Facility Department of Homeland Security,
{john, yevgeniy}emdtf.org Science and Technology Directorate

= NIST subsequently confirmed this
exists in 138 algorithms Abstract 1 Introduction

Machine learning algorithms are increasingly being used
m N I ST F RVT P t 3 . D m h A ; in ways that affects people’s lives. Consequently, it is im-

ar " e 0 ra ICS o8 portant that these systems are not only accurate when exe-
. systems, cuting their given task but equitable, i.e. have fair outcomes
/ \n n eX 5 . ; . 1 s regard- for all people. Face recognition technology leverages ma-

L
3
204 . .
2 ' ! . |-_.
S . . p
g D ) |
7. Same country, sex, and age - o ; ! —
g 6. Same country and age = " § 03 : LJ
® c H
3 5. Same country and sex = T § r )
i 4. Same country = 1 § D L
& i
g 3. Same sex and age = ) ‘% o2y L [j ] [ 1
g g e
E 2. Same age = (I § [ I
E 1. Same sex - ) i
0. Zero effort = 0 01
] s P B o B 2 N
,\eﬂ’ QE—@;@;@‘ 6@'96 & ,16—0,55«9" 6@'05 ,\eﬂ’h ,?_e»()",saﬁb‘ 63'9& W q_e’oga& beﬁ e ,?_e'“,w/(ﬂ‘ 60)011 e DDD DDS DSD Dss SOD sDs S50 sS8
FMR Category, Same (S) or Different (D) for Race, Gender, Age
Figure 4. Distributions of the 99th percentile subject-specific non-
Pigure 1: EMR for increasing matched covariates, 3divi-003 mated scores across broad homogeneous versus heterogeneous ST, .
) - race, gender, and age categories. @ Science and
S~
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But must it be so?

= \We need to overcome our human intuition to evaluate face recognition artificial
Intelligence (Al) objectively.

A

WM 1
= |s this the goal?

=
M

Cohort éroup 2
uy)
=

BF

BF BM WF WM
FMR @@ Cohort Group 1
AN PRSI
WO
Q. Q. 0. Q.
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But must It be so?

= \We need to overcome our human intuition to evaluate face recognition artificial
Intelligence (Al) objectively.

B

= Or is this the goal? N

DHS S&T Technical Paper Series

W
=

Quantifying the Extent to Which Race and Gender
Features Determine Identity in Commercial
Face Recognition Algorithms

Cohort Group 2
=
M

BF

John J. Howard

Yevgeniy B. Sirotin B- F B-M V'J'F W M
Jory L Tipton FMR INEMN Cohort Group 1
The Maryland Test Facility, DO A0 O
Identity and Data Sciences Lab Qgégggzé%g\ﬁ
Q000
Arun R. Vemury
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A new way to think about face similarity

i WF to WF
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Can face recognition work without relying on race

and gender?

= Mathematically removed
similarity score variation
related to race and gender

* Race and gender clustering
was removed but individual
distinction remained

= Face recognition will likely
be useful even without using
race and gender

original reconstructed
o A ' o} 22
WM 1 | el WM 1
WEF 1 o , : WF 1
BMiii i ' BM{.
BF{ . ot e \ BF 1
BF BM WF WM O BFE BM WF WM O
original reconstructed
Different race Different Same
and gender \ o Same race people \ Person
: / and gender
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Scenario Testing: Lesson 3, Changes on the Ground

Can Reveal Demographic Effects.

Face Recognition B Matching TIR
Without Masks 100% o 92 100% o 48 50
i ﬂ l i ‘x 3
M F
enter one l ". TOUPO .T o/ . 0/
c
@ t(;ak:‘:r: l i l l l j doesnintr;: 500/0 - 50% o
photo a photo b .
for 6%
B
- ) p)
s . 259% 1 25%- [
face faces "" *
‘ fiii::;'!: / { o 0% 1 0%
person dentiy 1% Black  White  Asian  Other Black ~ White ~ Asian  Other

.,-.{:‘ r V".A;" ". ~D0atal &
‘{h’; “{ :ig ;'}: ! ; 1 i g 0 Each point in the graph represents the true identification rate (TIR) of a combination of an acquisition
it £ :“ “ et 9% ot and matching system (n = 60) across our sample of 582 volunteers.

Median: 93% identified
Worst: 11% identified

TIR includes failure of acquisition systems to submit images.
Matching TIR discounts any failure of acquisition systems to submit images.
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Scenario Testing: Lesson 3, Changes on the Ground

Can Reveal Demographic Effects.

Face Recognition

With Masks

A “lhj” i i"’ ia;

People ‘.."‘ T4 PRL
enter one l l 1 ll\\ﬂl ;G;:oup;f 582 } 5
atatime , *tﬁ k

!llllll Wt
13111 ] e

Camera
@ takes a
photo

Algorithm Algorithm

@ finds a 1 doesn't
face find a face

for 1%

Algorithm ! l ! l l l 3 Algorithm

ﬁ identifies |2 doesn't
. person  \ I identify 8%

LAt g ki
RIS, ;w‘é’ﬁhi 77% Identified e
ALK 3L tiﬁ Kt
AL i LY Best:  96%identified

}1,' 1» 13418 ii Median: 77% identified
118t 3w Worst:  4%identified

Performance representative of the median system tested

TIR Matching TIR
5 15 27 33
100% A 100% A
L
75% t 75%
50% - 50% -
25% A 25% A
i r
0% - 0% 1
Black White  Asian  Other Black  White  Asian  Other

Each point in the graph represents the true identification rate (TIR) of a combination of an acquisition
and matching system (n = 60) across our sample of 582 volunteers.

TIR includes failure of acquisition systems to submit images.
Matching TIR discounts any failure of acquisition systems to submit images.
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Scenario Testing, Lesson 4: Humans in the Loop are

Susceptible to Influence

374 Untrained Human Subijects:

Similarity-Confidence Scale (Value)

COMEPARE FACES | am absolutely certain this is the same person (3)

Control

| am mostly certain this is the same person (2)

| am somewhat certain this is the same person (1)

Computer-No | am not sure (0)

Mask | am somewhat certain these are different people (-
Computer says: SA,MI,E Computer says: ]",FFE“,ENT l) 4 .
el el | am mostly certain these are different people (-2)
| am absolutely certain these are different people (-
3)
Computer-
Mask

SAME
PERSON

DIFFERENT

Computer says: o, 2 \r“\ Science and
PEOPLE @J Technology

Computer says:
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Scenario Testing, Lesson 4: Humans in the Loop are

Susceptible to Influence

No Mask

Mask
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0.00

0.25

0.50

0.75

1.00 0.00

0.25

False Positive Rate

0.50

Threshold

Very permissive
» Mostly permissive
@ Slightly permissive

© Slightly strict
> Mostly strict
Very strict

Prior Information
® Different A Same

Telling a human “same or different”
Influenced their thinking

Masks increased this influence

Sensitivity (d ) lower in mask condition
— more difficulty distinguishing face
pairs in presence of mask

Criterion (c) higher in mask condition —
face masks increase cognitive bias and
the impact of algorithms on face
matching
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Scenario Testing, Lesson 5: Need to Standardize

How We Measure and Talk About Equitability

= Quantifying biometric system performance e 755 02
across demographic groups

Secretariat: - ANSI

. N eW WO rk ite m y a p p roved i n 2 02 O Information Technology - Biometric performance testing and

reporting - Part 10: Quantifying biometric system performance
variation across demographic groups

= First draft summer 2021

WD Stage

= Anticipated publication in 2023 - 2024

Warning for WDs and CDs

ent is not an 130 International Standard. [t is distributed for review and comment. [t is subject to
ut notice and may net be referred to as an International Standard,

hi
Recipients of this draft are invited to submit, with their comments, notification of any relevant patent rights of
b ey are aware and to provide supporting documentation,

New Work ltem

New Work ltem Approved for

Committee Draft Draft International Publication

Registered Working Draft } Expected Standard Expected

2024-09
2020-08 2021-01. 2022-09 2023-09




Scenario Testing, Lesson 5: Need to Standardize

How We Measure and Talk About Equitability

= Definitions:

» False positive differential performance — “difference in false positive error rates calculated
within multiple demographic groups”
» |f Group A’s false match rate is 1%, and Group B’s false match rate is 3%

= Metrics:

max,. (FMR,.(T))
= Variation from the Mean: A(T) =

i vd, € DT
FMR(1)

max, (FNMR4.(1))
FNMR(t)

B(1) = vd; € DY

Ty — p —
n—1 2n2x

u Glnl Coeﬂ:iCient: mn n
n A WA I PR ¥
) ( n ) (Zz—l ZJ—]_ | j |) Vd,,d, € D (7)

‘A@¥¢: Science and
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Scenario Testing, Lesson 5: Need to Standardize

How We Measure and Talk About Equitability

= Protocols:

= How to collect demographics:

= Self report — trying to infer demographic variables from
the same samples used to perform biometric
processing can be problematic

75 Lighter

@
v -

= Phenotypes :
Medium

L*

= Skin tone an important corollary for demographic
performance in face recognition

(CIELAB)

= Likely explains performance variation better than self
reported race

Human Skin Color

25

= Collecting this data is challenging in lab and operational

Temples environments

@ Science and
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Senario Testing, Lesson 5: Need to Standardize How

We Measure and Talk About Equitability

= Protocols

Skin color volume — L*b* plane Calibrated

80 Very light

0 5 10 15 20 25 30 35 40

b* (yellow chrom.)

78-30 = 48
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Reporting Differences in Disaggregated Metrics

Median System:

97% TIR for Males
949% TIR for Females

Difference

Ratio of Success
Rates

Ratio of Error
Rates

Comparison with
Benchmarks

97%-94% = 3%

94%/97% = 0.97x

6%/3% = 2x

949% < 95% - does not meet threshold
97% > 95% - meets threshold

Simple to compute and
compare

Similar to measure used by
EEOC (4/5" rule)

Highlights disparities in
number of individuals
experiencing errors

Easy to understand and
trace to requirements

Easy to mis-interpret as a
percent difference

Confusable with another
success rate

Neglects high proportion of
successful individuals in
both groups

Does not capture
magnitude of the difference
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Reporting Differences in Disaggregated Metrics

Median System:

97% TIR for Males How much difference

94% TIR for Females IS too much?

Difference 97%-94% = 3% Simple to compute and Easy to mis-interpret as a
compare percent difference

Ratio of Success | 94%/97% = 0.97x Similar to measure used by Confusable with another

Rates EEOC (4/5" rule) success rate

Ratio of Error 6%/3% = 2X Highlights disparities in Neglects high proportion of

Rates number of individuals successful individuals in
experiencing errors both groups

Comparison with  94% < 95% - does not meet threshold  Easy to understand and Does not capture

Benchmarks 97% > 95% - meets threshold trace to requirements magnitude of the difference
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Biometric Testing and Demographics: A Key Element

of Public Trust

= Growing numbers of deployments (law enforcement, border control, private)

* Increased public awareness and concerns

= Concern amongst policy-makers:
= USS.3284 — Ethical Use of Facial Recognition Act
USS.4084 - Facial Recognition and Biometric Technology Moratorium Act of 2020

Australian ldentity Matching Services Bill 2019

European Commission Ethics Guidelines for Trustworthy Al

Bridges v. South Wales Police
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More information:

= This work was performed by the Identity
and Data Sciences Lab, a multi-disciplinary
& dedicated team of researchers at the
Maryland Test Facility.

= Find out more about the DHS Biometric
Technology Rallies:

= Results at https://mdtf.org/
= Questions: peoplescreening@hg.dhs.gov

= ihoward@idslabs.org
= arun.vemury@hq.dhs.gov

@ Science and
k/ Technology
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