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Biometric & Identity Technology Center

Vision

• Drive biometric and identity innovation at DHS through RDT&E capability

• Facilitate and accelerate understanding of biometrics and identity technologies for new DHS 
use cases

• Follow “Build once, use widely” approach

Goals

• Drive efficiencies by supporting cross cutting methods, best practices, 

and solutions across programs

• Deliver Subject Matter Expertise across the DHS enterprise

• Engage Industry and provide feedback

• Encourage Innovation with Industry and Academia



Background – Fairness

• Fairness models in the broader AI community is an area of active research
• Verma and Rubin – 20 fairness models (2018)

• Barocas, Hardt, Narayanan – 3 fairness classes,15 fairness models (2019)

• Mehrabi, et. al – 18 kinds of bias, 10 fairness models (2021) 

• Demographic fairness in face recognition is inherently complex:
• Multi-disciplinary (computer science, sociology, psychology, neuroscience, law)

• Multiple error conditions (false positive, false negative)

• The frequency of each error is weighed by some social cost that differs depending on use case

• Across multiple, possibly intersectional, groups

• With a final binary outcome (regulatory) or a continuous outcome (test & evaluation)

• Not the only parameter to optimize around, i.e., accuracy



Background – The Need

• Numerous regulations already adopted or being proposed across the EU, US, 
Australia, and UK regarding AI generally, face recognition specifically.

• Generally prohibit “discrimination” based on demographic category

• Or require demographic differential performance assessments

• As of 2022, there is no standard on how to measure discrimination or fairness in 
biometric systems (ISO/IEC 19795-10 under development)

• However, in 2021 two fairness models were proposed by prominent research 
groups:

• Fairness Discrepancy Rate (FDR) from the Swiss Idiap Institute1

• Inequity Rate (IR) from the U.S. National Institute of Standards and Technology2



Background - Fairness

• Having two competing models in biometrics prompts several questions:
• What are the pros and cons of each?

• When should each one be used or not used?

• Are there generalizable characteristics of a good fairness measure?

• How do researchers interpret of otherwise make use of the numeric output of a fairness model?

• What data should we use to answer these questions?



How can we answer these questions?

• Requirements of data to evaluate face recognition fairness models:
• False match rates

• False non-match rates

• At a single threshold per algorithm (e.g. FMR = 1e-5)

• Broken down by demographic group

• Across a representative number of algorithms.

These data did not exist in a readily accessible manner in 2021



How can we answer these questions?

• However, it did exist
• Annex 15 of the NIST FRVT Part 3

• We hand transcribed these values into a 
machine readable dataset

• Available on the MdTF GitHub Page:



Study the Behavior of Fairness Models

• Idiap Fairness Discrepancy Rate:

• Straightforward, bounded from 0-1

• But in real world applications, FMR and FNMR exist on very different scales:



Study the Behavior of Fairness Models

• NIST Inequity Rate:

• Intuitive, straightforward, overcomes many of the issues with FDR

• Issues: 1) unbounded 2) undefined in the presence of 0% error rate



Study the Behavior of Fairness Models

• Can we develop a fairness model that is the best of both approaches?
• Bounded, like FDR

• Defined when FNMR or FMR = 0%, like FDR.

• Intuitive range, like INEQ

• Enter the Gini Coefficient
• Long standing measure of statistical dispersion (1912)

• Often applied to income disparity (UN, OECD, WB)

• Also used in other fields, biodiversity, dating apps



What to do with a “fairness” model?

• Select algorithms that are “most fair”

• But fairness often isn’t the only consideration

• A FR algorithm can be perfectly fair by saying every face pair is a match:

𝐹𝑀𝑅𝑑𝑖 == 𝐹𝑀𝑅𝑑𝑗 == 100%

Very fair



Pareto Optimizations

• Fairness is often part of a trade 
space with other parameters, 
namely accuracy

• In engineering, this is often called 
multi-objective optimization

• Pareto efficiency is one technique 
to reduce the search space in a 
multi-objective space
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Pareto Optimization of NIST FRVT P3 Numbers

• Only need to consider 
options on the Pareto 
boundary

• Reduces candidates to 
consider from 127 -> 9

• Intellifusion – FNMR of 
0.38%, GARBE of 0.37

• Didglobal – FNMR of 
0.22% GARBE of 0.54

• Trade 0.16 performance 
for 0.15 fairness?



Conclusions

• Specifically -- False positive and negative differentials based on the Gini coefficients have 
desirable properties.  Multi-objective optimization using the Pareto front also helps.

• Generally -- Audit the audit -- Fairness is important, properties of fairness models need 
to be understood at the time of their release.  Please do this.

• Generally -- Call for Data – It's not surprising this was only done in a limited fashion 
before – we had no data! We hope we’ve taken a small step to rectifying this situation but 
more can be done.
• Range of thresholds

• Cross group FMRs

Howard, Laird, Sirotin, Rubin, Tipton, and Vemury. “Evaluating Proposed Fairness Models for Face 
Recognition Algorithms”, International Conference on Pattern Recognition (2022).



Updates on ISO/IEC 19795-10: Biometric performance testing 
and reporting – Part 10: Quantifying biometric system 

performance variation across demographic groups 
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A Brief History

• Calls for Comment over Time:

WD3 -> WD4 WD4 -> WD5 (tentative)

Steady coalescing of the 
technical content in the 

standard



Content

• Terms:
• Differential Performance – differences in final system results between different demographic 

groups

• False Negative Differential Performance – a difference in false negative error rates within 
multiple demographic groups

• False Positive Differential Performance – a difference in false positive error rates within 
multiple demographic groups

• Score Differential Measures – differences in system measures between different 
demographic groups not represented in biometric system outcomes.



Differential Performance

• Between two groups:
• Based on a difference:

• Based on a ratio:

False Negative Differential

False Negative Differential

False Positive Differential



Differential Performance

• Between more than two groups:

• Worst case error rate divided by the geometric 
mean:

• Outstanding questions on what to do in the presence 
of 0% error rates



Differential Performance

• Between more than two groups:

• Gini based error rate “spread”:



Differential Performance

• Aggregate measures now deprecated



Differential Treatment

• Terms
• Differential treatment – taking a set of actions for a biometric enrollee or biometric capture 

subject based on their demographic characteristics



Identification Evaluations



Questions & Answers

▪ Contact information
▪ arun.vemury@hq.dhs.gov

▪ jhoward@idslabs.org

▪ peoplescreening@hq.dhs.gov

▪ Visit our websites for additional information
▪ To see additional work DHS S&T supports, visit 

www.dhs.gov/science-and-technology

▪ Detailed application instructions will be 
available in a separate document on 
https://mdtf.org

▪ To view additional information about this year 
and prior Rallies, visit https://mdtf.org

mailto:jhoward@idslabs.org
mailto:jhoward@idslabs.org
mailto:peoplescreening@hq.dhs.gov
http://www.dhs.gov/science-and-technology
https://mdtf.org/
https://mdtf.org/

