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Lessons Learned

Fingerprint

Iris Face

But we need to keep in 
mind that this space 

exists as well



Faces are Different for (at least) Two Reasons

• Faces are genetic, iris and fingerprint 
characteristics are determined during 
development.

• To us, individuals look more like their parents, 
siblings, and those that share racial and gender 
categories.

• Humans have an innate ability to perform face 
recognition tasks, not so with iris and fingerprints.

• Humans have dedicated brain areas that process 
faces quickly

• This was an important function for human evolution
• Mates, Friends, Foes, Family members

• Other primates have a similar capability

• Intuitively perceive same-gender and same-race 
faces as more similar

• We even know the exact part of the human brain 
dedicated to face processing.

• Evolved to recognize familiar individuals within small 
social groups (25-100)

• Prosopagnosia – “face blindness”



Demographic Effects Exist, Our Understanding of 
Them may be Clouded.

Iris recognition

Iris recognition false positives were random 
relative to race and gender

Face recognition

80% of face recognition false positives were 
between people of the same race and gender

> It may seem natural to us that face recognition “clusters” people based on race and gender <

Subjects consent for use of their image in publications was obtained 



Apples and Apples or Apples and Oranges?

Iris recognition

Iris recognition false positives were random 
relative to race and gender

Face recognition

80% of face recognition false positives were 
between people of the same race and gender

> All of these “errors” are called “false matches”, but those on the right are different than those on the left <

Subjects consent for use of their image in publications was obtained 



Problem #1 - This Makes Adjudicator Jobs Harder & 
Slower

• White et. al “Error Rates in 
Users of Automatic Face 
Recognition Software”

• 50% - 60% errors rates

• If ability of the human to 
correct the error is the 
distinguishing factor, within 
group false match is not 
the same as an out group 
false match



Problem #2: This Can Impact “Fairness”

• The “watchlist imbalance effect”
• Howard et. al (2021)
• Drodowski et. al (2021)

• In the presence of “broad homogeneity”, if 
you have a watch-list gallery of majority 
white males:

• An innocent white male has a higher 
likelihood of a false positive.. 

• .. than a similarly innocent member of a 
different demographic group

• If impact on 1:N fairness is the 
distinguishing factor, within group false 
match is not the same as an out group 
false match



Problem #3 – Overly Optimistic Security

• Imagine a system that matches people to their driver’s license photo

• The system designer sets a FMR threshold so that the odds of someone stealing someone else’s driver’s 
license and getting away with it are 1 in 1,000 (global FMR)

• But people wouldn’t try to assume a random face

• The within group FMR is much lower, two orders of magnitude by some estimates

• What you thought was a 1 in 1,000 FMR, may be more like 1 in 10

• Mismatch between what computer scientists think is “zero-effort” (all faces) and what an imposter thinks is 
“zero-effort” (finding faces of a similar gender, race, and age).

• If estimating real world error rates is the objective, within group false match is not the same as an out 
group false match



Broad Homogeneity – A Note on Prevalence

• We coined the term “broad 
homogeneity” to describe this 
“sameness” effect 2019

• We showed this effect exists in 
one commercial face recognition 
algorithm



This is (likely) (currently) a Universal Feature of Face 
Recognition

• We first highlighted this in 2019 
using one commercial algorithm

• NIST subsequently confirmed this 
exists in all 138 algorithms

• NIST FRVT Part 3: Demographics –
Annex 5.  



But There May be Solutions

• IF we recognize this as a 

problem..

• We may be able to address it

• Estimated 6 – 14% of face 
information content clustered by 
race and gender (2021).



But There May be Solutions

• IF we recognize this as a 

problem..

• We may be able to address it

• Estimated 6 – 14% of face 
information content clustered by 
race and gender (2021).

• Showed a method to remove 
this clustering improved 
“fairness” across five different 
fairness measures (2022).



What data did we use?

• Data
• Three of face samples collected from the 2018-200 Biometric Technology Rallies:

• S1 – demographically balanced training set

• S2 – disjoint test set

• S3 – mated pairs to subjects in S1

• Two algorithms

• ArcFace pre-trained on MS-Celeb-1M

• ArcFace pre-trained on Glint 360k

• Requirement for white box template structures



What did we do?

• Goal:  Given a matrix V of face recognition feature vectors, identify components 
of those vectors that exhibit demographic clustering.

෠𝑉 = 𝑈Σ𝑊𝑇, where U ∈ ℝ𝑛×𝑛, Σ ∈ ℝ𝑛×𝑝,𝑊𝑇 ∈ ℝ𝑝×𝑝

• Process:
• SVD on normalized feature vector 

matrix, creates subject specific space 
(U) and a feature space (𝑊𝑇)

• Calculate clustering index (𝐶𝑘)

• Identify components in U with 𝐶𝑘 >
99𝑡ℎ 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 of the bootstrapped 
𝐶𝑘 distribution



What did we do?

• Given we found 𝑟 components in the 𝑈 matrix with statistically significant 
clustering

• Remove 𝑟 columns from 𝑊 which correspond to the 𝑟 clustered 
components in 𝑈, 

• Leaving ෡𝑊 ∈ ℝ𝑝×𝑚, where 𝑚 = 𝑝 − 𝑟

• Define de-clustering transform ෡W෡WT



What did we do?

• Can apply ෡W෡WT to the set of feature vectors it was learned on
• ሶ𝑉 = 𝑉 ෡𝑊 ෡𝑊𝑇

• Q1: How demographically “fair” are comparison scores generated from ሶ𝑉 versus 𝑉 ?

• Can apply ෡W෡WT to any arbitrary face feature vector 𝑣 (from the same 
algorithm)

• ሶ𝑣 = 𝑣 ෡𝑊 ෡𝑊𝑇

• Q2: If we learn features that exhibit demographic clustering on one set of subjects, do 
those same featured cluster on other subjects?



What did we do?

• Experiment 1 - De-clustering Learned and Applied to the Same Dataset (S1)

• Performed n x n comparisons for S1 (360,000 comparisons)

• Learned & Applied de-clustering transform to S1 feature vectors

• Evaluated false match rate (FMR) differentials pre- and post-applying transformation

• Experiment 2 - De-clustering Learned on One Dataset and Applied to a Disjoint 
Dataset (S2)

• Performed n x n comparisons for S2 (36,864 comparisons)

• Applied de-clustering transform learned on S1 to S2 feature vectors

• Evaluated false match rate differentials (FMR) pre- and post-applying transformation



How did we measure success?

• Five face recognition fairness measures:
• Net Clustering [1]

• Gini Aggregation Rate for Biometric Equitability (GARBE) [2]

• Fairness Discrepancy Rate (FDR) [3]

• NIST Inequity Ratio* – all ratios

• NIST Inequity Ratio [4] – along the diagonal

• Investigated these measures at a threshold that gives a global FMR of 1e-3

• Broad homogeneity is a non-mated effect (alpha = 1, Beta = 0)

[1] Howard, J.J., Sirotin, Y.B., Tipton, J.L., Vemury, A.R.: Quantifying the extent to which race and gender features determine identity in commercial face 

recognition algorithms (2020)

[2] Howard, J., Laird, E., Sirotin, Y., Rubin, R., Tipton, J., and Vemury, A.. (2022). Evaluating Proposed Fairness Models for Face Recognition Algorithms.

[3] Pereira, T.d.F., Marcel, S.: Fairness in biometrics: a figure of merit to assess biometric verification systems. IEEE Transactions on Biometrics, Behavior, and 

Identity Science pp. 11 (2021). https://doi.org/10.1109/TBIOM.2021.3102862

[4] Grother, P.: Face recognition vendor test (frvt) part 8: Summarizing demographic differentials (2022)



What we found

• Most “fair” values are in 
bold (higher for FDR, 
lower for all others)

• Applying this demographic 
de-clustering universally 
improved “fairness”

• Across two face 
recognition algorithms

• Even when applied to an 
“unknown” set of 
subjects (S2)



What does this do to false match cohort matrices?

• One example (Glint 360k S1->S1 dataset):



What does this do to human review?

• Pulled two rank 4 probe and candidate lists:



What does this do to human review?

Before De-clustering After De-clustering

For some subjects, one broadly homogenous candidate set was replaced with another



What does this do to human review?

But for others, a homogenous set was replaced with a non-homogenous one

Current literature on face matching in humans work suggest these are much easier for 

humans to review



Future Work

• There are numerous additional questions to answer in this area.

• What is the best means to identify and remove “clustering” in feature vector 
space?

• What is the best metric for results?  Need something beyond false match rate.

• How stable are these transforms across and within demographic group? Can 
they be made more stable?

• What is the best algorithm for a human to work with? Might not be “the best 
algorithm”



Questions & Answers

▪ Contact information
▪ arun.vemury@hq.dhs.gov

▪ jhoward@idslabs.org

▪ ysirotin@idslabs.org

▪ peoplescreening@hq.dhs.gov

▪ Visit our websites for additional information
▪ To see additional work DHS S&T supports, visit 

www.dhs.gov/science-and-technology

▪ Detailed application instructions will be 
available in a separate document on 
https://mdtf.org

▪ To view additional information about this year 
and prior Rallies, visit https://mdtf.org
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